NLTK

How to remove additional stopwords

stopset = set(stopwords.words('english')) - set(('over', 'under', 'below', 'more', 'most', 'no', 'not', 'only', 'such', 'few', 'so', 'too', 'very', 'just', 'any', 'once'))

Models:

1. NB

classifier = NaiveBayesClassifier.train(trainfeats)

1. Generalized itrtactive scaling GIS algo

classifier = MaxentClassifier.train(trainfeats, 'GIS', trace=0, encoding=None, labels=None, sparse=True, gaussian\_prior\_sigma=0, max\_iter = 1)

1. SVM
   1. classifier = SklearnClassifier(LinearSVC(), sparse=False)
   2. classifier.train(trainfeats)

Packages

spaCy is the best way to prepare text for deep learning.

Noisy corpus refers to unimportant entities of the text such as punctuations marks, numerical values, links and urls etc. Removal of these entities from the text would increase the accuracy, because size of sample space of possible features set decreases.

Removing URLS from text:

**from** **bs4** **import** BeautifulSoup

tweet = BeautifulSoup(tweet, "lxml").get\_text()

***Lemmatization***

good practice to normalize the terms to their root forms. This technique is known as Lemmatization. For example, the words:

* Playing
* Player
* Plays
* Play
* Players
* Played

All can be normalized down to the word “**Play**” as far as the classifier is concerned

**from** **nltk.stem** **import** WordNetLemmatizer

1. Stemming and Lemmatization are two different processes.:  
Stemming is much simpler process in which, suffixes are removed from a word. It involves various if – else rules and conditions, to convert the word to a root form. Lemmatization on the other hand, is more advanced approach, which converts the word into its lemma. It takes care of grammar, vocabulary and dictionary importance of a word while the conversion. for example: in Stemming:  
“driving” will be reduced to “driv” but in lemmatization it will be reduced to “drive”

2. As per my experience with text mining, stemming is not a good tool for enhancing the performance. As stemming results in loss of some information.

3. Point 4 and TF-IDF are somewhat similar in practical sense. IDF also does the same thing by giving less priority to low frequency words.

Various types of features

1. Bag of words(CountVectorizer): segment each text file into words (for English splitting by space), and count # of times each word occurs in each document and finally assign each word an integer id.

from sklearn.feature\_extraction.text import CountVectorizer  
count\_vect = CountVectorizer()  
X\_train\_counts = count\_vect.fit\_transform(twenty\_train.data)  
X\_train\_counts.shape

We get a document term matrix

1. Term Frequency: will give more weightage to longer documents than shorter documents. To avoid this, we can use frequency (TF - Term Frequencies) i.e. #count(word) / #Total words, in each document.
2. TF-IDF: Finally, we can even reduce the weightage of more common words like (the, is, an etc.) which occurs in all document. This is called as TF-IDF i.e Term Frequency times inverse document frequency.

from sklearn.feature\_extraction.text import TfidfTransformer  
tfidf\_transformer = TfidfTransformer()  
X\_train\_tfidf = tfidf\_transformer.fit\_transform(X\_train\_counts)  
X\_train\_tfidf.shape

1. Stemming: stemming is the process of reducing inflected (or sometimes derived) words to their word stem, base or root form. E.g. A stemming algorithm reduces the words “fishing”, “fished”, and “fisher” to the root word, “fish”.

from nltk.stem.snowball import SnowballStemmer  
stemmer = SnowballStemmer("english", ignore\_stopwords=True)

* CountVectorizer
  + Creates a matrix with frequency counts of each word in the text corpus
* TF-IDF Vectorizer
  + TF - Term Frequency -- Count of the words(Terms) in the text corpus (same of Count Vect)
  + IDF - Inverse Document Frequency -- Penalizes words that are too frequent. We can think of this as regularization
* HashingVectorizer
  + Creates a hashmap(word to number mapping based on hashing technique) instead of a dictionary for vocabulary
  + This enables it to be more scalable and faster for larger text coprus
  + Can be parallelized across multiple threads

<https://www.kaggle.com/c/spooky-author-identification>

<https://www.kaggle.com/c/tradeshift-text-classification>

<https://www.kaggle.com/c/text-normalization-challenge-english-language>

<https://www.kaggle.com/c/sentiment-analysis-on-movie-reviews>

#Sentense count in each comment:

# '\n' can be used to count the number of sentenses in each comment

df['count\_sent']=df["comment\_text"].apply(lambda x: len(re.findall("**\n**",str(x)))+1)

#Word count in each comment:

df['count\_word']=df["comment\_text"].apply(lambda x: len(str(x).split()))

#Unique word count

df['count\_unique\_word']=df["comment\_text"].apply(lambda x: len(set(str(x).split())))

#Letter count

df['count\_letters']=df["comment\_text"].apply(lambda x: len(str(x)))

#punctuation count

df["count\_punctuations"] =df["comment\_text"].apply(lambda x: len([c for c **in** str(x) if c **in** string.punctuation]))

#upper case words count

df["count\_words\_upper"] = df["comment\_text"].apply(lambda x: len([w for w **in** str(x).split() if w.isupper()]))

#title case words count

df["count\_words\_title"] = df["comment\_text"].apply(lambda x: len([w for w **in** str(x).split() if w.istitle()]))

#Number of stopwords

df["count\_stopwords"] = df["comment\_text"].apply(lambda x: len([w for w **in** str(x).lower().split() if w **in** eng\_stopwords]))

#Average length of the words

df["mean\_word\_len"] = df["comment\_text"].apply(lambda x: np.mean([len(w) for w **in** str(x).split()]))

Word Embeddings:

Word Embedding is representation words in a numerical format. Usually 100 to 500 numneric values considered to represent a word in word Embedding

These word's vector can be used in multiple NLP taskes like finding similarity between two words and also can be useud in classification task

**word2vec:**

It creates word to numeric vector by learning large text corpus using Deep Learning

#### Tokenizer

Its Keras class in text preprocessing especially used for text tokenization and getting token level information using multiple methods

#### Methods

* fit\_on\_texts : It creates index to all tokens which can be seen using word\_index property
* texts\_to\_sequences : It maps the index to popular words to the given text from fit\_on\_texts

<https://www.analyticsvidhya.com/blog/2017/06/word-embeddings-count-word2veec/>

Word Embedding :creating a representation for words that capture their *meanings*, *semantic relationships* and the different types of contexts they are used in.---“  numerical representations of texts so that computers may handle them.”

1. Frequency based Embedding
2. Prediction based Embedding

Frequency based Embedding:

1. Count Vector
2. TF-IDF Vector
3. Co-Occurrence Vector

Count Vecotr:

Consider a Corpus C of D documents {d1,d2…..dD} and

N unique tokens extracted out of the corpus C.

The N tokens will form our dictionary and the size of the Count Vector matrix M will be given by D X N.

The count matrix M of size 2 X 6 will be represented as –

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | He | She | lazy | boy | Neeraj | person |
| D1 | 1 | 1 | 2 | 1 | 0 | 0 |
| D2 | 0 | 0 | 1 | 0 | 1 | 1 |

Now, a column can also be understood as word vector for the corresponding word in the matrix M. For example, **the word vector for ‘lazy’ in the above matrix is [2,1]**

We may either take the frequency (number of times a word has appeared in the document) or the presence(has the word appeared in the document?) to be the entry in the count matrix M. But generally, frequency method is preferred over the latter.

TF\_IDF:

it takes into account not just the occurrence of a word in a single document but in the entire corpus.

“down weight the common words occurring in almost all documents and give more importance to words that appear in a subset of documents.”

Consider the below sample table which gives the count of terms(tokens/words) in two documents.

![https://s3-ap-south-1.amazonaws.com/av-blog-media/wp-content/uploads/2017/06/04171138/Tf-IDF.png](data:image/png;base64,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)

Now, let us define a few terms related to TF-IDF.TF = (Number of times term t appears in a document)/(Number of terms in the document)

So, TF(This,Document1) = 1/8

TF(This, Document2)=1/5

It denotes the contribution of the word to the document i.e words relevant to the document should be frequent.  Like MESSI

IDF = log(N/n), where, N is the number of documents and n is the number of documents a term t has appeared in.

where N is the number of documents and n is the number of documents a term t has appeared in.

So, IDF(This) = log(2/2) = 0.

TF-IDF(This,Document1) = (1/8) \* (0) = 0

TF-IDF(This, Document2) = (1/5) \* (0) = 0

TF-IDF(Messi, Document1) = (4/8)\*0.301 = 0.15

***if a word has appeared in all the document, then probably that word is not relevant to a particular document. But if it has appeared in a subset of documents then probably the word is of some relevance to the documents it is present in.***

Prediction based vector:

word2vec to the NLP community. These methods were prediction based in the sense that they provided probabilities to the words and proved to be state of the art for tasks like word analogies and word similarities

Word2vec is not a single algorithm but a combination of two techniques – CBOW(Continuous bag of words) and Skip-gram model. Both of these are shallow neural networks which map word(s) to the target variable which is also a word(s). Both of these techniques learn weights which act as word vector representations.

how to place words on a “chart” in such a way that their location is determined by their meaning. This means that words with similar meanings will be clustered together. This represents the intuitive part of my opening example - words with semantic relationships with them will be closer together than words without such relationships.

Word2vec takes as its input a large corpus of text and produces a [vector space](https://en.wikipedia.org/wiki/Vector_space), typically of several hundred [dimensions](https://en.wikipedia.org/wiki/Dimensions), with each unique word in the [corpus](https://en.wikipedia.org/wiki/Corpus_linguistics) being assigned a corresponding vector in the space. [Word vectors](https://en.wikipedia.org/wiki/Word_vectors) are positioned in the vector space such that words that share common contexts in the corpus are located in close proximity to one another in the space

<https://www.analyticsvidhya.com/blog/2017/06/word-embeddings-count-word2veec/>

Word Embeddings:

1. Frequency based embeddings
   1. Count vector
   2. TF\_IDF(Not just the occurrence of word in single document but in entire corp)
   3. Co-ocurrence vector-The big idea – Similar words tend to occur together and will have similar context

TF-IDF works by penalising these common words by assigning them lower weights while giving importance to words like Messi in a particular document.

TF = (Number of times term t appears in a document)/(Number of terms in the document)

IDF = log(N/n), where, N is the number of documents and n is the number of documents a term t has appeared in.

1. Prediction based embeddings

Each sentence is tokenized to words, vectors for these words can be found using glove embeddings and then take the average of all these vectors. This technique has performed decently, but this is not a very accurate approach as it does not take care of the order of words.

To overcome this:

**[Infersent](https://github.com/facebookresearch/InferSent" \t "_blank)**, it is a *sentence embeddings* method that provides semantic sentence representations. It is trained on natural language inference data and generalizes well to many different tasks.

*Create a vocabulary from the training data and use this vocabulary to train infersent model. Once the model is trained, provide sentence as input to the encoder function which will return a 4096-dimensional vector irrespective of the number of words in the sentence*

Infersent can help in various downstream task like finding similarity between sentences

Context🡪 Paragraphs🡪Sentences (Textblob/Spacy)🡪Vector representation of a) each sentence b)question 🡪Create features like distance for each sentence-question pair  
Return sentence from para which has minimum distance from given question

<https://towardsdatascience.com/using-word2vec-for-better-embeddings-of-categorical-features-de75020e1233>

Embeddings don’t capture intuition. And might lead to overfitting

if you have different tasks on similar data, you can use the embeddings from one task in order to improve your results on another🡪 Transfer learning

How to check if embedding make sense:

Crude way: take embedding of several items and check its neighbors, if they are similar in domain then it makes sense

Good way: Reduce the dimensionality of vectors using PCA or t-SNE

Word2vec: words that are semantically similar will have similar vectors

Continuous Bag of words and Skip gram:

CBOW trains a network to predict a word from context

Word2vec🡪 Combination of CBOW and Skip gram and are shallow NN which map word(s) to target variable which is also a word(s)

from nltk.stem.wordnet import WordNetLemmatizer

lem = WordNetLemmatizer()

from nltk.stem.porter import PorterStemmer

stem = PorterStemmer()

While in deep learning we usually just normalize the data (e.g., such that image pixels have zero mean and unit variance), in traditional machine learning we need handcrafted features to build accurate models. Doing feature engineering is both art and science, and requires iterative experiments and domain knowledge. Feature engineering boils down to feature selection and creation.

* Removing features with low variance
* Univariate feature selection
* Recursive feature elimination
* Selecting from model

from sklearn.feature\_selection import SelectFromModel

from sklearn.ensemble import RandomForestClassifier

X\_train **=** **...** *# your training features*

y\_train **=** **...** *# your training labels*

*# can be any estimator that has attribute 'feature\_importances\_' or 'coef\_'*

model **=** RandomForestClassifier(random\_state**=**0)

model**.**fit(X\_train, y\_train)

fs **=** SelectFromModel(model, prefit**=**True)

X\_train\_new **=** fs**.**transform(X\_train) *# columns selected*

In this example, features with zero importance (feature\_importances\_ = 0) will be eliminated.

[hyperopt](https://github.com/hyperopt/hyperopt), a Python library for serial and parallel parameter optimization.

<https://machinelearningmastery.com/discover-feature-engineering-how-to-engineer-features-and-how-to-get-good-at-it/>

In computer vision, an image is an observation, but a feature could be a line in the image. In natural language processing, a document or a tweet could be an observation, and a phrase or word count could be a feature. In speech recognition, an utterance could be an observation, but a feature might be a single word or phoneme.

Feature Selection:-> Regularization methods like LASSO and ridge regression may also be considered algorithms with feature selection baked in, as they actively seek to remove or discount the contribution of features as part of the model building process

1. Decompose categorical attributes
2. Decompose date time
3. Aggregate or expose temporal structure(raw variable)

how specific temporal and other non-linearities in the problem structure were reduced to simple composite binary indicators

instability of Lasso when dealing with highly correlated features, you should either consider combining the L1 penalty with L2 (the compound penalty is called Elastic Net) which will globally squash the coefficients but avoid randomly zeroing one out of 2 highly correlated relevant features

1. Filter methods: statistical test to determine if a feature is statistically significant. does not take into account feature interactions and is generally not a very recommended way of doing feature selection as it can lead to lost in information.
2. Wrapper methods: using a learning algorithm to report the optimal subset of features. Tree based models like RandomForest are also robust against issues like multi-collinearity, missing values, outliers etc as well as being able to discover some interactions between features. However this can be rather computationally expensive.
3. Embedded methods: involves carrying out feature selection and model tuning at the same time . Some methods include greedy algorithms like forward and backwards selection as well as Lasso(L1) and Elastic Net(L1+L2) based models

Why Feature Selection:

<https://www.quora.com/How-do-I-perform-feature-selection>

To reduce the cost in speed and memory to run the classifier and to compensate for the curse of dimensionality.